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Determination of the Nucleon-Nucleon Elastic Scattering Matrix. 
I. Phase-Shift Analysis of Experiments Near 140 MeV* 

M. H. MACGREGOR, R. A. ARNDT, AND A. A. DUBOW 

Lawrence Radiation Laboratory, University of California, Liver more, California 
(Received 13 January 1964; revised manuscript received 27 April 1964) 

A phase-shift analysis has been carried out for (p,p) and (n,p) experiments near 140 MeV. The two kinds 
of data were analyzed separately and combined (with charge independence assumed). Investigations were 
made on the accuracy of the data, the search procedure, the significance of error-matrix calculations, the 
significance of the absolute value of x2 (the least-squares sum), and the importance of using an energy de
pendence for the phase shifts and for the data. A single solution was obtained that gives a good fit to both the 
(p,p) and the (n,p) data. The gross features of charge independence were found to be accurately verified. 
Determinations of the pion-nucleon coupling constant g2 and the pion mass gave results consistent with pre
vious nucleon-nucleon analyses. The (n,p) data, although they include five kinds of experiments, are not 
complete enough by themselves to permit an accurate phase-shift analysis. The (p,p) data are complete. 
The combined (p,p) plus (n,p) data give T—l phase shifts that agree with the phase shifts from the (p,p) 
analysis alone, and they give accurate values for the T = 0 phase shifts. 

I. INTRODUCTION 

A PHASE-SHIFT analysis is an attempt to trans
late experimental measurements (observables) 

into well-determined scattering amplitudes, since these 
are the quantities that can be readily compared with 
theoretical predictions. In this sense, the phase-shift 
analysis should contain as little theory as possible. The 
scattering amplitudes (or phase shifts) constitute an 
experimental statement, and the phase-shift analysis 
should logically be done by the experimental groups 
who measure the observables. 

Historically, the phase-shift analysis of nucleon-
nucleon scattering was first done at single energies.1 

The low-angular-momentum (low-/) phase shifts were 
adjusted to fit the observables, with the high-/ phase 
shifts being set equal to zero. Later it was found that 
an improvement is obtained if the high-/ phase shifts 
are calculated from theory (the one-pion-exchange 
contribution, OPEC) instead of being set equal to 
zero.2 This "modified phase-shift analysis" is thus a 
mixture of experiment and theory, but the theoretical 
contribution to the amplitudes is rather small and is 
well-determined. 

The next development in phase shift analyses was to 
use an energy-dependent analysis and fit nucleon-
nucleon data at all energies in the elastic scattering 
region (0 to about 400 MeV) simultaneously. In the 

* This work performed under the auspices of the U. S. Atomic 
Energy Commission. 

1 For example, G. Breit, E. U. Condon, and R. D. Present, 
Phys. Rev. 50, 825 (1936); H. P. Stapp, T. Ypsilantis, and N. 
Metropolis, ibid. 105, 302 (1957); H. P. Noyes and M. H. 
MacGregor, ibid. I l l , 223 (1958); M. H. MacGregbr, ibid. 113, 
1559 (1959). 

2 M. J. Moravcsik, Unversity of California Radiation Laboratory 
Report UCRL 5317-T, 1958 (unpublished); A. F. Grashin, 
Zh. Eksperim. i Teor. Fiz. 36, 1717 (1959) [English transl.: Soviet 
Phys.—JETP 9, 1223 (1959)]; P. Cziffra, M. H. MacGregor, 
M. J. Moravcsik, and H. P. Stapp, Phys. Rev. 114, 880 (1959); 
116, 1248 (1959); M. H. MacGregor and M. J. Moravcsik, Phys. 
Rev. Letters 4, 524 (1960); M. H. MacGregor, M. J. Moravcsik, 
and H. P. Noyes, Phys. Rev. 123, 1835 (1961). 

Yale energy-dependent analyses,3,4 essentially arbitrary 
forms (which used potential-model starting points) 
represented the energy-dependent phase shifts. The 
idea here was to keep the amount of theory in the 
phase-shift analyses to a minimum so that the resulting 
phase shifts would be a representation of the experi
mental data and would not depend oil any specific 
theoretical model. In the Livermore energy-dependent 
analysis,5 the phase shifts were assigned forms similar 
to dispersion-theoretic forms. Thus more theory was 
put into the phase-shift analysis, and the resultant 
phase shifts reflected in part the kind of theoretical 
form used for each particular phase-shift determination. 
In this manner it was hoped to obtain information about 
the phase-shift parameters that would relate (for 
example) to discontinuities in a Mandelstam diagram. 
The Livermore analysis5 • was for proton-proton scat
tering only, while the Yale analyses3,4 included the 
neutron-proton system as well. 

The energy-dependent analyses were successful in 
establishing the existence of a single phase-shift solution 
type (solution 1 of Stapp1) that gave a good fit to 
nucleon-nucleon data in the entire elastic region. (These 
analyses did not actually yield a single solution but 
rather a family of solutions, all of the same general 
type.) The energy-dependent analyses were useful in 
relating various experiments and in establishing the 
consistency (or inconsistency) of the measurements. 
From the standpoint of providing direct theoretical 
information, the Livermore analysis was not completely 

3 G. Breit, M. H. Hull, Jr., K. E. Lassila, K. P. Pyatt, and 
H. M. Ruppel, Phys. Rev. 128, 826 (1962). This work was first 
reported at the London "Few Nucleon Conference" in 1959. 

4 M. H. Hull, Jr., K. E. Lassila, H. M. Ruppel, F. A. McDonald, 
and G. Breit, Phys. Rev. 128, 830 (1962). 

5 H. P. Stapp, H. P. Noyes, and M. J. Moravcsik, in Proceedings 
of the 1962 Annual International Conference on High Energy 
Physics at CERN, edited by J. Prentki (CERN, Geneva, 1962), 
p. 131, and in Proceedings of the 1960 Annual International Con-
ference on High Energy Physics at Rochester,^ edited by E. C. G. 
Sudershan, J. H. Tinlot and A. C. Melissions (Interscience 
Publishers, Inc., New York, 1960), p. 128. 
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successful. The parameters of the functional forms that 
were used to represent the phase shifts do not relate in 
any direct manner to Mandelstam discontinuities. 

From the point of view of a precise determination of 
nucleon-nucleon scattering amplitudes, with as little 
theory added in as possible, one should work at a series 
of energies, doing each energy independently from the 
rest. Many single-energy analyses have already been 
carried out for the proton-proton system1,2,6,7 and more 
recently for the proton-proton plus proton-neutron 
system.8"10 In the present analysis we have selected the 
energy region near 140 MeV. This region was somewhat 
neglected in some of the earlier analyses2 because there 
were experimental disagreements in the proton-proton 
data (the famous Harvard-Harwell D discrepancy). 
The Harvard and Harwell (p,p) experiments have now 
been brought into reasonable agreement (except for 
cross-section differences), and in addition new measure
ments on the neutron-proton system have become 
available. Early phase-shift analyses in this energy 
range were performed at Dubna10 and at Harwell.9 

Both of these latter analyses were in a sense preliminary. 
The Dubna analysis did not include the complete set 
of (p,p) and (n,p) data. Also, the Z=4 waves (and 
higher) were taken from OPEC, an approximation that 
is not quite accurate enough for the (p,p) system (where 
the data are most precise and complete). And the 
Dubna analysis used the Harvard differential cross 
section,11 which has difficulties associated with it. The 
recent Harwell analysis was based on the Harwell (p,p) 
cross-section data,12 about which there is some question 
as to the angular distribution. (The nucleon-nucleon 
data are discussed in detail in Sec. II.) Also the T=l 
phase shifts in the Harwell analysis were not varied to 
adjust to the (n,p) data, but were held fixed at the 
values obtained from fitting (p,p) data alone. 

We have taken the seven kinds of measurements 
available for the (p,p) system (o-«,(7(^),P,Z),i?,i4,i2,)> 
and the six kinds of measurements available for the 
(n,p) system ((rf,o-(0),P,Z>,J?^4), and have treated the 
(p,p) data separately, the (n>p) data separately, and 
the combined (p,p) plus (n,p) data together (assuming 
charge independence). We have investigated the fol
lowing : 

1. Uniqueness of the solution. 

6 J. K. Perring, Nuclear Phys. 30, 424 (1961). 
7 J. N. Palmieri and E. Prenowitz, quoted by R. Wilson, in 

Proceedings of the 1960 Annual International Conference on High 
Energy Physics at Rochester, edited by E. C. G. Sudershan, J. H. 
Tinlot and A. C. Melissions (Interscience Publishers, Inc., New 
York, 1960), p. 107. 

8 M. H. MacGregor, Phys. Rev. 123, 2154 (1961). 
9 J. K. Perring, Atomic Energy Research Establishment Report 

R 4160, 1962 (unpublished). 
10 Yu. M. Kazarinov and I. N. Silin, Zh. Eksperim. i Teor. Fiz. 

43, 692 and 1385 (1962) [English transl.: Soviet Phys.—JETP 
16, 491 and 983 (1963)]. 

11 J. N. Palmieri, A. M. Cormack, N. F. Ramsey, and R. 
Wilson, Ann. Phys. (N.Y.) 5, 299 (1958). 

12 A. E. Taylor, E. Wood, and L. Bird, Nucl. Phys. 16, 320 
(1962). 

2. Effect of different data selections. 
3. Significance of the absolute value of the least-

squares sum x2-
4. Energy-dependent effects in the data selection 

and in the phase shifts. 
5. The necessity for over-all normalization constants 

for some of the data. 
6. Determination of the pion-nucleon coupling con

stant g2 and the pion mass /z. 
7. Charge independence—a comparison of T~ 1 

phase shift and g2 values from different data selections. 
8. Error-matrix calculations for the phase shifts and 

coupling constant. 

Finally we compare these results with the previous 
single-energy phase-shift determinations and with the 
energy-dependent results at 140 MeV. 

II. DATA SELECTION 

The data used in this analysis11"34 are listed in Table I. 
The following comments about the data should be 
noted. 

13 J. N. Palmieri and R. Goloskie, Harvard (private communi
cation). We would like to thank these authors for making their 
data available in advance of publication. 

14 C. Caverzasio, K. Kuroda, and A. Michalowicz, J. Phys. 
Radium 22, 628 (1961). 

15 C. F. Hwang, T. R. Ophel, E. H. Thorndike, and R. Wilson, 
Phys. Rev. 119,352 (1960). 

16 L. Bird, P. Christmas, A. E. Taylor, and E. Wood, Nucl. 
Phys. 27, 586 (1961). 

17 E. H. Thorndike, J. Lefrancois, and R. Wilson, Phys. Rev. 
120, 1819 (1960). 

18 L. Bird, D. N. Edwards, B. Rose, A. E. Taylor, and E. Wood, 
Phys. Rev. Letters 4, 302 (1960). 

19 S. Hee and E. H. Thorndike, Phys. Rev. 132, 744 (1963). 
20 O. N. Jarvis, B. Rose, J. P. Scanlon, and E. Wood, Atomic 

Energy Research Establishment Report R 4159, 1962 (unpub
lished). 

21 S. Hee and R. Wilson, Phys. Rev. 132, 2236 (1963). 
22 O. N. Jarvis, B. Rose, J. P. Scanlon, and E. Wood, Atomic 

Energy Research Establishment Report R4398, 1963 (unpub
lished). The actual measurement was for a linear combination of 
R and R'. 

23 A. E. Taylor and E. Wood, Phil. Mag. 44, 95 (1953). 
24 G. P. Mott, G. L. Guernsey, and B. K. Nelson, Phys. Rev. 

88, 9 (1952). 
25 R. K. Hobbie and D. Miller, Phys. Rev. 120, 2201 (1960). 
26 T. C. Randle, D. M. Skyrme, M. Snowden, A. E. Taylor, 

F. Uridge, and E. Wood, Proc. Phys. Soc. (London) A69, 760 
(1956). 

27 J. J. Thresher, R. G. P. Voss, and R. Wilson, Proc. Roy. 
Soc. (London) A229, 492 (1955). 

28 T. C. Randle, A. E. Taylor, and E. Wood, Proc. Roy. Soc. 
(London) A213, 392 (1952). 

29 A. Carroll, P. Patel, N. Strax, and D. Miller, Phys. Rev. 134, 
B595 (1964). 

30 G. N. Stafford and C. Whitehead, Proc. Phys. Soc. (London) 
79, 430 (1962). 

31 A. K. Kuckes and R. Wilson, Phys. Rev. 121, 1226 (1961), 
data corrected for binding by Cromer and Thorndike (Ref. 34). 

32 P. M. Patel, A. Carroll, N. Strax, and D. Miller, Phys. Rev. 
Letters 8, 491 (1962). 

33 R. A. Hoffman, J. Lefrancois, E. H. Throndike, and R. 
Wilson, Phys. Rev. 125, 973 (1962); J. Lefrancois, R. A. Hoffman, 
E. H. Thorndike, and R. Wilson, ibid. 131, 1660 (1963). 

34 A. H. Cromer and E. H. Thorndike, Phys. Rev. 131, 1680 
(1963). 
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TABLE I. Nucleon-nucleon scattering data near 140 MeV. 

Observable 

<7"total 

*(« 
<r(B) 
*(e) 
P(0) 
P(B) 
D(d) 
D(6) 
R(d) 
R(6) 
Aid) 
A (6) 
R'(d) 

R'm 

<7"total 

O"total 

a{6) 
<r(6) 
a(0) 
a (6) 
Pie) 
Pie) 
Pie) 
Pie) 
Dtie) 
Pie) 
A(d) 

Laboratory 
iP,p) 

Harvard 
Orsay 
Harvard 
Harwell 
Harvard 
Harwell 
Harvard 
Harwell 
Harvard 
Harwell 
Harvard 
Harwell 
Harvard 
Harwell 

(»,P) 
Harwell 
Rochester 
Harvard 
Harwell 
Harwell 
Harwell 
Harvard 
Harvard 
Harwell 
Harvard 
Harvard 
Harvard 
Harvard 

Energy (MeV) 
Data 

147J 
155 
147 
142 
147 
142 
142 
143 
140 
142 
139 
143 
137.5 
140 

Data 
126, 153 
140, 156 

128 
130 
137 
153 
128 
126 
140 
143 
128 
140 
135 

Reference 

13 
14 
11 
12 
11 
12 
15 
16 
17 
18 
19 
20 
21 
22 

23 
24 
25 
26 
27 
28 
25 

29, 35 
30 

31,34 
32 

33,34 
33,34 

(p}p) Differential Cross-Section Data 

The (p,p) total cross-section measurements13 showed 
that the normalization of the Harvard differential 
cross-section measurements11 was in error by about 8%. 
Also, the phase-shift analysis of Palmieri and Prenowitz7 

and the Livermore energy-dependent analysis5 showed 
that the small-angle data (runs H14 of Ref. 11) may 
possibly be about 6% lower than the large-angle data 
(runs H I and H8). Hence the Harvard differential 
cross-section data11 were handled in the present analysis 
by multiplying run H14 by 0.87 and multiplying runs 
H I and H8 by 0.93. These runs were then each given a 
separate normalization parameter that could vary 
during the phase-shift search, but the three normali
zation parameters were tied together in the sense that 
the integral over the differential cross section was sub
tracted from the measured total cross section,13 and the 
difference, weighted by the experimental error (1%) on 
the total cross section, was entered as a term in the x2 

sum. Although we used a lower normalization for the 
small-angle Harvard differential cross-section data than 
for the large-angle data, there is no way on the basis of 
the present analysis to determine if this is actually 
correct. We could have left the normalizations the same, 
and the phase shifts would have changed slightly to 
accommodate the altered data, with x2 being essentially 
unchanged. The Harwell differential cross section,12 

when integrated, agrees with the Harvard total cross 
section,13 so that it is normalized correctly. However, 
the Harwell angular distribution does not agree with 

the Harvard angular distribution. The recent Orsay 
differential cross section14 has the correct normalization. 
Figures 1-3 show the Harvard (renormalized as out
lined above), Harwell and Orsay differential cross 
sections. Inasmuch as the shapes of the Orsay and 
(renormalized) Harvard differential cross sections agree, 
we conclude that the Harwell angular distribution is 
probably incorrect. In the final (p,p) analysis, both the 
Harvard and Harwell cross sections were discarded, 
and only the Orsay measurement was used. This was 
a major factor in our decision to introduce an energy 
dependence into the phase-shift analysis, since the Orsay 
measurement was at a higher energy, 155 MeV, than 
any of the Harvard or Harwell (p,p) measurements. 

The differential cross-section data can also be dis
cussed in terms of the least-squares fits to the data that 
were obtained. The Harvard data consisted of 37 points 
(the 4° c m . point was omitted) that were in three 
separate runs with separate normalization constants. 
The contribution to the least-squares sum x2 was 16 for 
a typical phase-shift solution. Hence the data are 
internally consistent. The Harwell data consisted of four 
runs, each of which was separately normalized, total
ing 31 points (the 5.2° point was arbitrarily omitted). 
The normalizations were constrained to match the total 
cross section (except for the smallest angle points), as 
described for the Harvard data above. The best fit to 
the Harwell differential cross-section data gave a x2 

contribution of 95 for the 31 points (the 6.2° point 
contributed 18 to this sum). We would expect a x2 

contribution of around 30. Hence the Harwell data do 
not seem to be consistent among themselves to within 
the quoted relative errors (see Fig. 2). The Orsay data 
consisted of 23 points (the point at 8.3° was arbitrarily 
omitted) normalized in one run. For the best fit, x2 

was 32. However, the two points at 22.9 and 25° con-
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FIG. 1. Harvard differential cross-section data at 147 MeV. 
The data are from Ref. 11 and have been renormalized downward 
by the amounts shown in the figure (see Sec. II). The solid curve 
is a phase-shift solution fit to the data. 
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tributed about half of this total. Omitting them gives 
a x2 contribution of 15. (Since there is nothing to indi
cate that those points are "wrong," it is not clear that 
omitting them improves the physical content of the 
data.) 

The point we are trying to make in this discussion 
of the least-squares fitting of differential cross-section 
data is that the least-squares sum x2 that is obtained 
depends quite radically on how much data averaging 
was done by the experimenters and by the person doing 
the phase-shift analysis. The Harvard, Harwell, and 
Orsay cross sections all give almost the same phase 
shifts (as we will show in Sec. IV), and yet the x2 values 
differ drastically. By throwing away data points, we 
can adjust x2 until it has about the expected value, but 
it is not clear that in doing this we are improving the 
physics (the phase-shift values). We feel that the 
absolute values of x2 is not very meaningful when one 
considers the present status of nucleon-nucleon scat
tering data, and to assign (say) a 50% confidence 
value to a certain x2 sum is to read an accuracy into 
the experimental errors that simply is not there in most 
cases. 

(pyp) Polarization Data 

Polarization data should be assigned both relative 
and over-all normalization errors,9 as was done for the 
differential cross sections above. The over-all error here 
is the uncertainty in the initial beam polarization. For 
the Harvard data,11 28 data points were used as aver
aged by Wilson.35 An over-all normalization error of 
3 % was assigned, and the 4° c m . point was omitted. 
The average x2 value obtained was about 1 per data 
point, and the over-all normalization arrived at in the 
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FIG. 2. Harwell differential cross-section data at 142 MeV. 
The data are from Ref. 12 (see Sec. II). The solid curve is a phase-
shift solution fit to the data. 
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35 R. Wilson, The Nucleon-Nucleon Interaction (Interscience 
Publishers, Inc., New York, 1963). 

FIG. 3. Orsay differential-cross-section data at 155 MeV. The 
data are from Ref. 14. The solid curve is a phase-shift solution fit 
to the data, and the dashed curves are taken from Figs. 1 and 2 
to illustrate how the shapes of the different measurements com
pare (see Sec. I I for a discussion). 

analysis was 0.98. For the Harwell polarization data,12 

the 5.2° point was arbitrarily omitted, and 29 data 
points were used, with an over-all normalization error 
of 2.2% being assigned. The points at 6.2 and 78.05° 
each contributed 13 to x2 and hence should be omitted 
if a reasonable looking x2 value is desired. Again it is a 
question as to whether omitting these points con
stitutes any improvement in the phase-shift values. 
With these points omitted, the average x2 value per 
data point was close to one, and the over-all normali
zation value obtained in the present phase-shift analysis 
was about 0.97-0.98. 

(P>P) Triple Scattering Data 

The D, R, A, and R! measurements at Harvard and 
Harwell are all in reasonable agreement. In the phase-
shift analysis, the Harvard A and R' data were assigned 
over-all normalization errors of 4 % and 5%, respec
tively. The preliminary Harwell Rf value22 at 72° seems 
to be inconsistent with the other Harwell and Harvard 
Rf data points, and it was omitted. 

(n,p) Differential Cross-Section Data 

Four sets of data were combined.25-28 Each set had 
its own normalization constant and was constrained to 
agree with total cross-section measurements23'24 to 
within experimental errors. 

(n,p) Polarization Data 

The Harvard31-34 and Harwell30 polarization measure
ments near 140 MeV were assigned over-all normali
zation errors of 3.5% and 4.4%, respectively. The 
Harvard data31 were used as corrected for deuteron 
binding effects by Cromer and Thorndike,34 and the 
correction error was combined quadratically with the 
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TABLE II. Data selections used in the present phase-shift analysis. 

Data 
designation 

(p,p) Data selections 

Harvard 

Harwell 

Set A 

SetB 

SetC 

Set A' 

142 MeV 

137 MeV (n 

SetE 

Set E' 

Harvard <r, P, D, R, A, R' data were used at 147 
MeV. Data taken at energies other than 147 
MeV were adjusted slightly to allow for the 
energy difference. 

Harwell a, P , D, R, A and Harvard R' were used 
at 142 MeV. No energy-shifting changes were 
made in the data. 

Orsay a, Harvard and Harwell P, D, R, A, and 
Harvard R' were included. Each set of data was 
used at its experimental energy, and an energy-
dependent search was carried out over the nar
row band of energies from 137.5 to 155 MeV. 

Set A plus the Harvard a (renormalized). 

Set A plus the Harvard a (renormalized) and the 
Harwell a. 

Set A with a few data points removed that were 
more than two standard deviations away from 
the least-squares average, and with the Harwell 
Rf data added. These data are listed in Table XI. 

Set A with all of the data shifted in energy (using 
the results of the energy-dependent analysis) to 
be at 142 MeV. This set was used for a mono-
energetic error-matrix calculation. 

(n,p) Data selections 

All of the (n,p) data listed in Table I were used 
except for Harvard 128-MeV P measurements. 
(Refs. 25, 29.) The energy was called 137 MeV, 
and no data energy-shifting changes were made. 
The four differential cross section (Refs. 25-28) 
were normalized (separately) to match the 137-
MeV total cross-section value. 

All of the (n,p) data listed in Table I were used 
at the experimental energies, and an energy-
dependent analysis was carried out over the 
range from 128 to 153 MeV. The differential 
cross sections (Refs. 25-28) were each normalized 
to a total cross-section value at the appropriate 
experimental energy. 

Set E with P(6) data at 128 MeV (Ref. 25) re
moved. These data are listed in Table XL 

142 MeV {n,p) This is the counterpart of the 142-MeV 
data selection and is based on Set E. 

SetD 

SetDf 

142 MeV (/>,; 

Combined (p,p) plus (n,p) data selections 

Set A plus Set E. 

Set A' plus Set E'. See Table XI. 

142 MeV (p,p) plus 142 MeV (n,p). 

statistical errors. The Harvard polarization measure
ments at 128 MeV25,29 carried normalization errors of 
8 and 4%, respectively. The former set of data (Ref. 
25) required a normalization of 10%, and the con
tribution to x2 was about 3.5 per data point. Hence in 
the final calculations these data were omitted. 

(n,p) Triple Scattering Data 

The depolarization transfer data32 were used directly, 
while the R and A data33 were used as corrected for 
binding by Cromer and Thorndike.34 

A number of different data selections were used in 
the present work. These are labeled and described in 
Table I I . The phase shifts used in this analysis are 
Stapp nuclear bar phase shifts.1 The phase shifts not 
treated as free parameters were calculated from OPEC 
up to 1= 18. OPEC was used in this open form rather 
than as a closed expression so that Coulomb phase 
shifts could be correctly included for the (p,p) system. 

III. UNIQUENESS OF THE PHASE-SHIFT SOLUTION 

The (p,p) data are complete enough that a unique 
determination of the scattering matrix should be 
obtainable. The (n,p) data are not complete, however, 
since the triple scattering parameters Dh R, and A, 
which are needed over the whole angular range 0-180°, 
have been measured only over narrow angular regions. 
Hence an analysis of the (n,p) data alone is not expected 
to yield a unique solution, but the (n,p) data combined 
with the (p,p) data might be expected to give a unique 
result if charge independence is assumed. 

A number of investigations have already established 
the uniqueness of the (p,p) solution at 147 MeV.7,9,10 

As a quantitative check on this conclusion, we used the 
Harvard data set and started twenty problems from 
random phases, using 9 phases (/max=3) in the search. 
Solution 1 of Stapp,1 with the least-squares sum x 2=94, 
was found once; solution 2 of Stapp, with x2 = 162, was 
found four times; and a third solution, with %2=249, 
was found once. All other solutions had %2>400, and 
they could not be continued into any of these three 
solutions by using a variety of search procedures. As 
we have stated above, we do not feel that the absolute 
value of x2 is a particularly meaningful concept, since 
it depends so much on how the data selection is made. 
However, once the data selection is fixed, the relative 
value of x2 from one solution to another has statistical 
significance. In the present case solution 2 represents a 
much poorer fit to the data than does solution 1. In 
detail, both solution 1 and solution 2 fit the differential 
cross section and polarization data equally well (x2= 59 
for both cases); but for the sum of D, R, A, and R\ 
solution 1 gives x 2 = 3 5 and solution 2 gives x2 = :103. 
Also solution 2 forces a much larger renormalization on 
the data (especially the parameter A) than does 
solution 1. Hence solution 2 should be ruled out. 
Other investigations3,5,36 have also ruled out solution 2. 

Solutions 1, 2, and 3 were also calculated using the 
Harwell data set wTith the nine-parameter phase-shift 
search, giving x2 values of 289, 342, and 394, respec
tively. When calculated from the Harvard data set 
with 11 phase shifts in the search (see discussion below), 
solutions 1-3 gave x2 values of 62, 156, and 248. We 
conclude again that the (p,p) data near 147 MeV are 
of sufficient accuracy and completeness to rule out all 
solutions except solution 1. 

36 M. J. Moravcsik and Riazuddin, Phys. Letters 4, 243 (1963). 
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TABLE III . (p,p) phase shifts 

> selection 

data points 
X2 

g2 

r (MeV) 
lS0 
lD2 
lG, 
SF0 
3Pi 
3P2 

€2 
3F2 
3Fs 
ZF, 

€4 

Harvard 

91 
62 
14.4 

147 
15.12 
5.24 
0.70 
5.13 

-17.75 
13.86 

-2 .61 
0.44 

-1 .86 
1.02 

-0 .59 

Harwell 

93 
186 
14.4 

142 
15.24 
4.62 
0.78 
6.08 

-17.22 
14.13 

-2 .51 
0.17 

-1.82 
0.55 

-0.45 

The (n,p) data are much less complete than the (p,p) 
data near 140 MeV. Data set 137 MeV (n,p) was used 
to investigate the uniqueness of (n,p). phase-shift 
solutions. A series of 15 random starts, using first 16 
phase shifts, and later only 12 phases in the search, 
gave 15 different answers in each case, with %2 values 
ranging from 100 to 300. I t was also found that a 
solution 1 type start would tend to stay near solution 1. 
We can picture the (n,p) x2 versus phase-shift surface 
as being very flat and gently undulating, so that the 
random starts each end up in a different local minimum. 
The minimum corresponding to solution 1 seems to be 
no lower than other nearby local minima. Hence the 
(n,p) data alone can give some information about 
solution 1 only if its location is accurately known in 
advance, but they do not provide any direct infor
mation as to the uniqueness of the solution 1 phase 
shifts (either T = l or T=0). The (p,p) x2 surface, as 
outlined above, has a deep valley corresponding to 
solution 1, and all other solutions lie at considerably 
higher values. 

The question still remains as to the appearance of 
the x2 surface for the combined (p,p) plus (n,p) data. 
In particular, if the (p,p) data are sufficient to specify 
the T=l phase shifts, will the (n,p) data then be 
sufficient to specify the T = 0 phase shifts? To investi
gate this question, we combined the Harvard and 
137 MeV (n,p) data sets. The T= 1 phase shifts were 
assumed to be the same for both (p,p) and (n,p) data. 
The energy was taken as 142 MeV (but no data energy-
shifting was performed). First, 15 solutions were chosen 
that fit the (n,p) data but not the (p,p) data. These 
were taken from the 12-phase 137-MeV (n,p) analysis 
described above. When used as starting points in the 
combined search problem, four of them went into 
solution type 1 with 309<x 2 <462. One went into a 
different solution with x 2 =671. Two went into solution 
2 with x2==1330 and 1440, and the rest ended with x2 

values of 1200 or more. Problems started right on 
published solution 1 and solution 2 values10 went to 
X2=323 and 1422, respectively. The four solution-type 
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for different data selections. 

Set A Set B Set C 

126 163 193 
163 194 347 
14.4 

137.5-155 
15.66 
4.82 
0.73 
5.72 

-17.61 
14.09 

-2 .61 
0.57 

-1.87 
1.02 

-0.62 

14.4 
137.5-155 

15.33 
4.98 
0.70 
5.65 

-17.64 
14.00 

-2.62 
0.50 

-1 .89 
1.02 

-0 .58 

14.4 
137.5-155 

15.49 
4.96 
0.71 
5.80 

-17.61 
13.97 

-2 .64 
0.27 

-1 .93 
0.83 

-0 .56 

1 phase-shift sets all had approximately the same T=0 
and T=l phase shifts. Hence the combined (p,p) plus 
(n,p) data are sufficient to give a single, well-defined, 
solution that is the best fit to the data. As a further 
check, nine problems were started using the (p,p) 
solution types 1, 2, and 3, T— 1 phase shifts but with 
completely random T=0 phase shifts, and using 16 
phase shifts—S through F waves— in the search. Two 
problems went to solution 1 with x2=222, two went to 
solution 2 with x 2 = 3 3 1 and 364, and the rest had 
X2>500. (Note the lower x2 values for 16-phase searches 
as against 12-phase searches.) Thus our results are in 
complete agreement with earlier Dubna results10 (which 
were based on incomplete data), and with earlier 
Harwell results9 [which used only part of the search 
program outlined here, since the T= 1 phase shifts 
were held fixed in fitting (n,p) da ta] . The conclusion 
is that the combined (p,p) and (n,p) analysis gives a 
single best solution for both T=0 and T= 1 phase shifts. 

IV. DETERMINATION OF THE T = l PHASE 
SHIFTS FROM (p,p) DATA r 

Set A (with two values of a and two of P removed) 
was used to determine how many non-OPEC phase 
shifts are needed to represent the (p,p) data. The value 
g2= 14.4 was used for OPEC. This set had 122 data 
points. Hence for 10 free parameters one would expect 
a x2 value of around 112 (if sufficient data smoothing 
has been accomplished). Nine free phase shifts—S 
through F waves— gave y^=\Sl. Freeing lG± gave 
X2=137. Freeing €4 but not lG± gave x2==zH%- Freeing 
both €4 and XG4 gave x 2 = 117. Freeing the higher phases 
had little effect. I t is evident that at 140 MeV e4 is not 
adequately represented by OPEC, JG4 is only approxi
mately represented by OPEC, and the higher phase 
shifts are consistent with OPEC. Hence for an accurate 
(p,p) phase shift analysis, at least ten phase shifts 
including e4 should be treated phenomenologically. 

The question of how different data selections affect 
the phase shifts was studied by comparing solutions 
obtained using data sets Harvard, Harwell, Set A, Set B, 
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and Set C, as listed in Table I I . The phase-shift solu
tions are listed in Table I I I . The notable fact about 
these solutions is that although the data selections are 
different and the %2 values are radically different, the 
phase-shift sets are very similar. This means that the 
physical content of each of these data selections is 
approximately the same, and an attempt to choose 
among them purely on a x2 basis would be misleading. 
Also, the Harvard-Harwell discrepancy over cross-
section shape does not strongly affect the values of the 
phase shifts. For an accurate determination of two-pion 
effects in the scattering, however, the phase-shift 
differences exhibited in Table I I I are important. 

The effect of assigning an energy dependence to the 
phase shifts is illustrated in Table IV. The first column 
gives a solution for Set A in which the data are put in 
at energies ranging from 137.5 to 155 MeV, but the 
phase shifts are assigned no energy dependence—they 
have the form 8 = 5 (a)—and hence represent some kind 
of average over this energy region. The next three col-
lumns show the same problem run with a linear energy-
dependent form—d = 5(a+k2b)—for the phase shifts 
(k is the cm. momentum of a nucleon). As can be seen, 
the constant b is very small in all cases, and the value 
of x2 is not changed appreciably by assigning this 
energy dependence. Hence, while energy dependence is 

TABLE IV. (p,p) phase shifts for energy-dependent and energy-independent parametrizations, 
and for changes in g2 and in the number of free phase shifts. 

Data selection 

Phase shift form 
No. of data points 

X2 

g2 

Data energy spread (MeV) 
Phase-shift energy (MeV) 

'So 
'D2 lG, 
3Po 
3Pi 
3P2 
€2 

*F2 3F3 
ZF, 

€ 4 

3 # 4 

Set A 

8(a) 
126 
165 
14.4 

137.5-155 

15.36 
5.02 

(0.54-0.60) a 
5.76 

-17.63 
14.07 

-2 .61 
0.49 

-1 .86 
0.96 

-0 .61 
(0.20-0.24)a 

137.5 
15.57 
4.96 

(0.54) ̂  
5.93 

-17.62 
14.07 

-2 .60 
0.44 

-1 .83 
0.95 

-0 .55 
(0.20)a 

Set A 

8(a+k2b) 
126 
164 
14.4 

137.5-155 
142 

15.58 
4.96 

(0.56) a 

5.93 
-17.62 

14.07 
-2 .60 

0.44 
-1 .83 

0.95 
-0 .56 

(0.21)a 

155 
15.60 
4.96 

(0.60) a 

5.94 
-17.62 

14.07 
-2 .60 

0.44 
-1 .83 

0.95 
-0 .59 

(0.24) a 

Set A 

8(a+k2b) 
126 
160 
13.0 

137.5-155 
142 

16.38 
5.04 

(0.50) a 

6.54 
-17.73 

14.22 
-2 .63 

0.20 
-1 .76 

0.81 
-0.52 

(0.19)a 

Set A 

8(a+k2b) 
126 
158 
13.0 

137.5-155 
142 

16.53 
4.86 
0.67 
6.31 

-17.74 
14.28 

-2 .61 
0.30 

-1.77 
0.86 

-0 .60 
0.20 

142 MeV 
(P,P) 
8(a) 
94 

114b 

13.0 
142 
142 
16.76 
4.98 

(0.50)a 

6.73 
-17.74 

14.18 
-2 .65 

0.21 
-1.76 

0.81 
-0 .51 

(0.19)a 

* Calculated from OPEC. 
b Three data points contributed 27 to this x2 sum. 

TABLE V. 

Data selection 

No. of data 
x2 

g2 

points 

Starting point 
'So 
'D2 
3Po 
3Pi 
3P2 
€2 

3F2 
*FZ 3F, 

€4 

'Pi 
'Ft 
3Si 

€ l 
3 # 1 

W2 
3£>3 

(n,p) phase : 

SetE 

103 
127 

13.0 
INITIAL 

15.3 
1.1 
2.5 

-17.3 
10.5 
0.1 

(1.3)a 

( -2 .3) a 

(0.3)a 

( -0 .8) a 

- 9 . 4 
( -2 .8) a 

26.6 
1.8 

-12.5 
30.1 

1.1 

shifts obtained after a series of variations of g2 

SetE 

103 
123 
13.0 

FINAL 
14.9 
0.4 
5.2 

-18.0 
9.0 
0.2 

(1.3)a 

( -2 .3) a 

(0.3)a 

( -0 .8) a 

- 6 . 4 
( -2 .8) a 

26.3 
2.4 

-11.9 
30.7 

1.4 

SetE 

103 
157 
13.0 

INITIAL 
18.9 
5.1 
4.4 

-17.5 
13.8 

-2 .7 
0.5 

- 1 . 6 
0.7 

- 1 . 2 
-15.6 
- 1 . 9 
28.7 
2.2 

-14.1 
23.7 
2.6 

SetE 

103 
119 

13.0 
FINAL 

17.9 
- 1 . 3 

9.9 
-15.0 

7.8 
- 0 . 9 
- 1 . 2 
- 2 . 5 

0.0 
- 1 . 6 
- 4 . 8 
- 2 . 5 
28.5 
3.1 

-11.2 
31.2 
2.9 

(see text, Sec. V). 

SetD' 

230 
286 

13.0 
SOL. 1 

16.6 
5.0 
6.1 

-17.8 
14.2 

- 2 . 6 
0.4 

- 1 . 8 
0.9 

- 0 . 6 
-16.4 
-1 .7 
28.9 

1.3 
-14.4 

23.5 
2.2 

137 MeV 
(n,p) 

88 
138 

14.4 
RANDOM 

-38.4 
7.4 

-18.5 
- 4 . 2 

3.2 
- 5 . 3 
- 0 . 8 
- 1 . 3 

1.8 
( -0 .9 ) a 

23.4 
2.0 

32.2 
16.2 

-11.5 
5.2 
3.2.. 

a OPEC phase shifts. 
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TABLE VI. Error matrix calculations, using data sets 142 MeV (p,p) and 142 MeV (p,p) + (n,p) with the 
error-matrix method (EMM), and Set A' with the parabolic-error method (PEM). 

Data 
set 

Method 
X2 

g2 

XS0 
12>2 
^ 4 
3Po 
3 Pl 
3P2 

€2 

3/V 
3F3 
BF* 

€4 
3 # 4 
XPl 
^ 3 
3Sl 

€ l 
3£>i 
3£>2 
3£>3 

€3 

i4£ MeV (p,p) 

EMM 
111.5 
(13) • 

16.02±0.59 
4.94±0.17 
(0.50) 

6.56±0.56 
-17 .49 i0 .18 

14.08db0.18 
-2.53±0.09 

0.21±0.27 
-1.70rb0.19 

0.84rb0.15 
-0.48rb0.05 

(0.19) 

142 MeV (p,p) 

EMM 
111.1 

12.94=b2.26 
16.01±0.60 
4.94rb0.23 
(0.50) 

6.56±0.59 
-17.49rb0.20 

14.08d=0.12 
-2.53±0.11 

0.21±0.27 
-1.70±0.19 

0.84±0.15 
-0.48±0.08 

(0.19) 

142 MeV (p,p) 

EMM 
108.2 

12.66=b3.13 
16.llrb0.60 
4.80±0.21 
0.67rb0.14 
6.44rb0.58 

-17.52rbO.17 
14.08±0.10 

-2.56rb0.06 
0.28±0.29 

-1.74rb0.17 
0.94rb0.20 

-0.51±0.07 
0.24±0.11 

142 MeV (p}p) + (n,p) 

EMM 
203.5 

12.95=b2.63 
15.81=b0.63 
4.99rb0.32 
(0.50) 

6.21±0.48 
-17.57rb0.14 

14.05±0.10 
-2.55±0.10 

0.34±0.21 
-1.76=t:0.17 

0.89rh0.11 
-0.51±0.11 

(0.18) 
-16.33±1.49 
-1.99±0.36 
29.91±0.70 
2.00=b0.70 

-14.27rb0.58 
22.47rb0.97 
2.62±0.74 
4.91rb0.36 

Set A' 

PEM 

(ID 

0.63±0.12 

0.24±0.32 

-0.54±0.07 
(0.16) 

Set A' 

PEM 

(13) 

0.15±0.29 

-0.55±0.06 
(0.19) 

a Quantities in brackets were held fixed. 

of importance in treating the experimental data cor
rectly, it is not necessary to make the phase shifts 
energy-dependent over this narrow band of energies. 
The values for b obtained here do not agree well with 
the results of the energy-dependent analyses.3-5 For 
the final phase-shift values, an energy-dependent form 
was not used. 

Column five of Table IV gives the phase shift solu
tion for g2= 13.0. Column six gives the result for 12 
free phase shifts instead of 10. Column seven is for the 
142 MeV (p,p) set. 

Final values for the T— 1 phase shifts are listed in 
Table I X and are discussed in Sec. IX. 

V. ANALYSIS OF THE (n,p) DATA 

The (n,p) data were analyzed by using Set E and 
searching down on phase shifts in the following manner. 
The coupling constant g2 was given a series of values in 
succession—13, 15, 13, 11, 13, 15, 13, 11, 13, 17, 13, 9, 
13— and for each of these values the phase shifts were 
searched, with the final phases from one run providing 
the starting phases for the next. When this kind of a 
search procedure was used for the (p,p) problems, the 
various solutions for g2=13 were all in agreement. 
However, when just the (n,p) data were used, if 17 
phase shifts were searched on (S-F waves), the various 
solutions would systematically wander away from the 
solution type 1 starting point. If only 12 phase shifts 
were searched on (S-D waves), then the solution would 
not wander. These results are illustrated in Table V. 
Columns 1 and 2 illustrate the stability of the 12-phase 
solution. Columns 3 and 4 show how the 17-phase 

solution wanders away from its starting point. The 
solutions labeled initial were started from a type 1 
solution. The solutions labeled final were started from 
the penultimate solution in the g2 sequence of search 
problems described above. The Set Df column is for 
combined (p,p) and (n,p) data (to be described in the 
next section) and gives accurate values for the T= 1 
and T = 0 phase shifts for comparison purposes. From 
Table V we conclude that the (n,p) data give quali
tative information about solution 1 but are not sufficient 
to give good quantitative values for the phase shifts. 
The S waves and the large triplet phase shifts are given 
with some accuracy, but little information is obtained 
about the small phase shifts. And of course, as was 
described in Sec. I l l , if random starting points are used, 
the (n,p) data will give solutions that have reasonable 
X2 values but that bear little resemblance to the solu
tions listed in Table V. An example of such a solution 
is given in the last column of Table V. 

From the results of this section, it is apparent that 
the most accurate values for the T=0 phase shifts will 
be obtained by analyzing the (n,p) and (p,p) data 
simultaneously, as described in the next section. 

VI. COMBINED (n,p) AND (p,p) DATA ANALYSIS 

The data for this analysis were obtained by using 
Set D and Set Df (Table I I ) . Charge independence was 
assumed in that the same T—\ phase shifts were used 
for both the (n,p) and (p,p) data. Set D was used to 
run a sequence of search problems at various values of 
g2, as was done for Set E (Sec. V). The phase shifts now 
did not wander away from the starting point (solution 

-17.49i0.18
16.llrb0.60
-17.52rbO.17
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type 1), in contrast to the situation when Set E was 
used. The combined (p,p) and (n,p) data were sufficient 
to accurately determine both the T—Q and the T= 1 
phase shifts. Also, a problem was run in which the T= 1 
phase shifts were first held fixed at values obtained from 
the (p,p) analysis and eight T==0 phases were searched. 
This gave a value x2== 342. Then eleven T= 1 phases 
were released and all nineteen phase shifts were 
searched. %2 dropped only to 339. This shows that the 
T=l phase shifts from the (p,p) analysis are com
patible with the (n,p) data. 

For the best values of the combined shifts, Set Df 

was used. This set contained 127 (p,p) data points 
and 93 (n,p) data points. The sets of phase shifts 
representing the combined analysis are listed in Table 
V (Set DO and in Table IX. A further discussion of 
these phase shifts is given in Sec. IX. 

VII. ERROR-MATRIX CALCULATIONS 

The energy-dependent phase-shift code initially did 
not have an error-matrix routine. Hence the mono-
energetic data selections 142 MeV (p,p) and 142 MeV 
(p,p) plus (n,p) were used to compute error matrices, 
using an existing monoenergetic phase-shift code and 
the standard error-matrix method37 (EMM). The 
results of the error-matrix calculations are given in 
Table VI. The first data column gives the phase-shift 
errors for 10 free phase shifts when g2 is held fixed. 
The second column shows the same calculation, but 
with g2 free. As can be seen, this additional freedom 
does not appreciably change either the phase-shift 
values or phase-shift uncertainties. The third column 
shows the calculation when 12 phase shifts and g2 are 
free. Again the change is rather small. The fourth 
column gives the result for the combined (p,p) plus 
(n,p) analysis. 

In order to determine the exact significance of the 
error-matrix results, we computed some phase-shift 
errors by a different method—the parabolic-error 
method (PEM). In PEM, a particular phase shift 5 is 
fixed at a certain value, and the other phenomenological 
phases are searched on until a minimum value for x2 is 
obtained. Then other values for 3 are assigned and the 
procedure repeated. The resulting x2(<5) versus 5 curve 
was found to be accurately parabolic over a range of 
values if the initial set of phases are at the solution 
minimum for x2- The value for 8 is given by the bottom 
of the parabola, and the error in 5 is given by the width 
Ad obtained when x2 is increased by one. The relation
ship between PEM and the error-matrix method 
(EMM) can be seen in the following way. EMM deter
mines the error in a particular phase shift by com
puting the second derivatives 

37 H. L. Anderson, W. C. Davidon, M. Glicksman, and U. E. 
Kruse, Phys. Rev. 100, 279 (1955). 

for phase-shift variations that increase x2 by one. A 
diagonal element of the inverse of this matrix gives the 
"correlated error" in a particular phase shift due to the 
correlated uncertainties in all of the phase shifts. 
PEM assigns a phase shift a particular value and then 
measures the ability of all of the other phenomeno
logical phase shifts to change and accommodate this 
particular value. If the other phase shifts have large 
uncertainties, they can adjust easily, and the x2(^) 
versus 5 curve will be very flat, giving a large error for 
5. Similarly, if EMM has large off-diagonal elements 
(error correlations) for a particular phase shift, it will 
increase the error in that particular phase shift. 

I t is perhaps not immediately apparent that EMM 
and PEM in an actual calculation will both give the 
same quantitative determinations of the error in a 
parameter. To establish this fact, we have listed some 
PEM results in the last two columns of Table VI. The 
results in Table VI show that PEM and EMM are in 
substantial agreement, that changing the value of g2 

does not alter the errors appreciably, and that changing 
the number of free parameters does not alter the errors 
significantly (except perhaps for the highest coupled 
phase shifts). One advantage of PEM over EMM is 
that the correlated error for a single parameter can be 
directly determined without having to compute a 
complete matrix. 

The errors for the final phase-shift values shown in 
Table IX were obtained with an error-matrix calcu
lation using the energy-dependent phase-shift com
puter program. 

VIII. DETERMINATION OF THE PION-NUCLEON 
COUPLING CONSTANT g* AND THE 

PION MASS v 

The pion-nucleon coupling constant g2 can be deter
mined by fixing g2 successively at a series of values and 
searching on phase shifts to obtain a minimum least-
squares sum x2 for each value of g2. This is just the 
parabolic error method described in Sec. VII. The 
"correct value" for g2 is the minimum point in the 
parabola. The uncertainty in g2 is given by increasing 
X2 by 1 over the minimum value. This is the PEM 
error calculation. An alternate method of finding g2 is 
to include it as a free parameter in the search problem 
and let it be varied along with the phenomenological 
phase shifts. The search gives the value for g2, and the 
error-matrix method EMM gives the uncertainty in g2. 
The equivalence of these two procedures is discussed in 
Sec. VII. We have carried out both of these procedures 
for the (p,p), the (p,p) plus (n,p) and the (n,p) systems. 

The g2 determinations for the (p,p) and for the (p,p) 
plus (n,p) data selections are listed in Table VII. The 
g2 values are in agreement within the error limits shown, 
but the values are affected by the number of free phase 
shifts used and by the way in which the data are 
handled. Our conclusion is that the nucleon-nucleon 
data near 142 MeV indicate a g2 value of about 12. 
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TABLE VII. Determinations of the pion-nucleon coupling constant g2 from (p,p) and from (p,p) + (n,p) data. 

Data set 

142 MeV (p,p) 
142 MeV (p,p) 

142 MeV (n,p) + (p,p) 
Set A' 
SetAf 

Set A' 
Set A' 
SetD' 

Phase-shift 
form 

8(a) 
8(a) 
8(a) 

8(a+k2b) 
8(a) 
8(a) 
8(a) 
8(a) 

No. of 
free phase shifts 

10 
12 
18 
11 
11 
12 
14 
19 

Type of g2 

determination 

Search 
Search 
Search 

Parabola 
Parabola 
Parabola 
Parabola 
Parabola 

Pion mass 
(MeV) 

135.04 
135.04 
136.5 
135.04 
135.04 
135.04 
135.04 
136.5 

gz value 
determined 

12.9±2.3a-c 

12.7±3.1a-c 

12.9±2.6a>c 

l l . l±2.4 b - c 

11.8±2.1b 'd 

8.9±3.6b 'c 

9.2±6.9b-c 

12.4±2.0b>d 

a Errors are from EMM (Sec. VII). 
b Errors are from PEM (Sec. VII). 

B Grid-search method. 
1 Signell search method (Ref. 39). 

TABLE VIII. Determination of the pion mass n from x2 W versus ix values at different values for g2. 

Data 
selection 

No. of 
p,p) Data 

No. of 
(n,p) Data /x(MeV) 11 13 14.4 15 17 

Set A 

SetD' 

Harvard 

126 

127 

91 

103 

100 
135 
170 
100 
136.5 
170 
100 
135 
170 

164 
163 
168 
286 
299 
325 

164 
160 
165 
289 
284 
305 

170 
160 
162 
311 
281 
289 

71 
63 
68 

181 
161 
160 
366 
295 
283 

198 
164 
159 
458 
327 
284 

However the same kind of analysis performed on 
nucleon-nucleon data at 210 MeV (to be published) 
indicates a g2 value closer to 14. Hence it is not clear 
just which value for g2 one should adopt. In Table I X 
we list solutions for several values of g2. In Sec. X on 
charge independence, further discussion of Table VI is 
given. 

The above analysis was also attempted using just 
(n,p) data. x2(g2) curves were obtained, using Set E, 
that showed a minimum near g2=13, but due to the 
tendency of the solution to wander away from a type 1 
solution, these curves could not be accurately deter
mined. When the 142 MeV (n,p) set was used in a 
search problem, searching on g2 and eighteen phase 
shifts, a value of g2 close to zero was obtained. One 
should only conclude from this that the (n,p) data by 
themselves are not yet sufficient to permit this kind of 
data analysis. 

A procedure similar to the x2(g2) minimization can 
be used to determine the pion mass ju.38 Since both // 
and g2 enter into OPEC, X2(M) should be investigated 
for several values of g2. The results of such a calculation 
are given in Table VIII . As can be seen from this table, 
when g2 has the value 13, the X2(M) curve has a minimum 
at about the expected value of 135 MeV. However, this 
minimum is very shallow and is useful only as a con
sistency check on the OPEC approximation. 

38 P. Signell, Phys. Rev. Letters 5, 474 (1960). 

IX. FINAL PHASE-SHIFT VALUES 

In this section we give our best values for the phase 
shifts and compare these values with the results of 
other analyses. The best data selections are Set A' for 
the (p,p) analysis and Set Dr for the combined (p,p) 
plus (n,p) analysis. As shown in Table VII, we were 
unable to obtain a precise value for the pion-nucleon 
coupling constant g2. Our results here favor a value of 
about g2=12, whereas pion-nucleon scattering experi
ments favor a value of about 15, and other phase-shift 
analyses at 210 MeV (to be published) favor a value of 
perhaps 14. Accordingly, in Table I X we list the phase-
shift values for g 2 = l l , 13, and 15 for the Set A' and 
Set Df data selections. In Table X we list the g2=13 
solutions again, and compare them with the results of 
other investigations.5'9'39-40,41 The Harwell9 and early 
Dubna10 analyses were discussed in the introduction 
(Sec. I). The more recent Dubna results41 are influenced 
by a different (p,p) differential cross section11 and by 
the use of OPEC to calculate e4, and hence should not 
be expected to agree exactly with the present analysis. 

39 P. Signell and D. L. Marker, Phys. Rev. 134, B365 (1964). 
We would like to thank Professor Signell for sending us this and 
other preprints on the nucleon-nucleon problem by this group, 
and for sending us data and other information in advance of 
publication. 

40 See Refs. 3 and 4. Tabulated values were obtained from the 
American Documentation Institute. 

41 Yu. M. Kazarinov, V. S. Kiselev, and I. N. Silin, Zh. 
Eksperim. i Teor. Fiz. 45, 637 (1963) [English transl.: Soviet 
Phys.—JETP 18, 437 (1964)]. 
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The fact that the agreement is as close as it is between 
the T=0 phase shifts from Ref. 10 and from Ref. 41 
indicates that most of the physical content of the 
nucleon-nucleon scattering experiments is contained in 
the subset of data used in Ref. 10, and the additional 
experiments used in Ref. 41 serve mainly to help reject 
extraneous solutions. 

The Penn State phase shifts39 were communicated to 

us by Professor Signell just at the conclusion of the 
present work. This analysis is very similar to the present 
analysis for the (p,p) system. In the Penn State analysis, 
the Harvard differential cross section11 was used, and 
it was normalized to measured total cross sections.13 

One of the Penn State solutions used both the Harvard11 

and Harwell12 P(d) measurements. For most of the 
Penn State solutions, the Harwell P(6) was excluded. 

TABLE IX. Final phase-shift values from the present analysis. 

Data 
selection 

No. of Data 
Mir (MeV) 

g2 

X2 

'S0 
'D2 
'G, 
3Po 
3Pi 
3P2 

€2 

'Ft 
*F3 
*Ft 

<=4 

'Pi 
'Ft 
3Si 
ei 

3Di 
3 A 
% 

C3 

Analysis 
Laboratory 

& data 
selection 

No. of Data 
X2 

g2 

'So 
'D2 
'G, 
3Po 
3Pi 
3P2 

«2 
3i?2 
3 ^ 3 
ZF, 

€4 
3 # 4 

'Pi 
'F3 
35i 

€l 
3£>i 
3 A 
3 A 
€3 

3G3 
3G, 
3G5 

Set A' (See Table XI) 

127 
135.04 

11 
113.6 

16.71±0.57 
4.98i0.20 
0.62i0.12 
6.40i0.58 

-17.70iO.17 
14.26i0.12 

-2 .56 i0 .09 
0.21i0.29 

-1 .74 i0 .19 
0.82i0.16 

- 0 . 5 4 i 0 . 0 6 

-

127 
135.04 
13 

113.8 
16.65i0.58 
4.92i0.20 
0.64i0.12 
6.34i0.59 

-17 .79i0 .18 
14.27i0.12 

-2 .60 i0 .09 
0.27i0.28 

-1 .79 i0 .19 
0.86i0.16 

-0 .58 i0 .06 

127 
135.04 
15 

115.4 
16.57i0.59 
4.85i0.20 
0.66=1=0.12 
6.27i0.60 

-17.86=1=0.18 
14.27=1=0.12 

-2.63=1=0.09 
0.33i0.28 

-1.82=1=0.19 
0.89=1=0.16 

-0 .62 i0 .06 

fABLE X. Comparison of different ph 

Present work 

Livermore 
Set A' 

127 
114 
13 

16.65i0.58 
4.92db0.20 
0.64i0.12 
6.34i0.59 

-17 .79i0 .18 
14.27i0.12 

-2 .60 i0 .09 
0.27i0.28 

-1 .79 i0 .19 
0.86i0.16 

-0 .58 i0 .06 

SetD' 

220 
235 
13 

16.62i0.55 
4.97i0.19 
0.60i0.11 
6.09i0.51 

-17 .81i0 .14 
14.22i0.10 

-2 .63 i0 .08 
0.38i0.23 

-1.84=1=0.16 
0.87=1=0.12 

-0 .60 i0 .06 

-16.40=1=1.30 
-1.67=1=0.53 
28.92d=0.66 

1.31i0.69 
-14 .40i0 .53 

23.54=t0.88 
2.20=1=0.42 
4.07i0.38 

Energy 

Dubna 
Ref. 41 

124 
107 

11.7=1=1.7 
17.09iO.71 
5.40i0.24 
0.71=1=0.15 
6.29=1=0.62 

-18.23i0.23 -
14.51=fc0.16 

-2 .65 i0 .15 
-0 .00 i0 .32 
-1.72=1=0.23 

0.45=1=0.20 

-12.80i3.02 
-1.43=1=0.06 
28.48i0.84 

- 2 . 1 8 i l . 1 7 
-15.21i0.79 

23.60=1= 1.30 
-1 .15 i0 .95 

2.29i0.80 
-3 .84 i0 .66 

4.30i0.13 
-0 .51 i0 .36 

SetD 

220 
136.5 
11 

235.8 
16.67i0.54 
5.05i0.19 
0.59=1=0.11 
6.07i0.51 

-17 .76i0 .14 
14.21i0.10 

-2 .60 i0 .08 
0.35i0.23 

-1 .81 i0 .17 
0.85i0.13 

-0.57iO.06 
-17 .34 i l . 29 
-1 .80 i0 .51 
28.89i0.65 

1.41i0.71 
-14.33i0 .52 

23.28i0.89 
2.57i0.43 
4.17i0.37 

ase-shift determinations. 

-independent 

Penn State Harwell 
Ref. 39 Ref. 9 

103 114 
79.2 125.4 
14.4 14 

16.52i0.64 16.0 
4.99i0.19 5.7 
0.83=1=0.11 0.5 
6.26i0.59 6.8 

-17.35i0.23 -17.1 
13.88i0.15 14.1 

-2 .63 i0 .13 -2 .7 
0.51i0.36 - 0 . 3 

-1 .78 i0 .21 - 1 . 1 
1.05i0.20 0.2 

-0.57iO.06 - 0 . 5 
0.2 

-15.6 
- 3 . 6 
29.4 
0.2 

-15.2 
24.5 

1.1 

>' (See Table XI) 

220 
136.5 
13 

235.4 
16.62i0.55 
4.97i0.19 
0.60i0.11 
6.09i0.51 

-17.81i0.14 
14.22i0.10 

-2 .63 i0 .08 
0.38i0.23 

-1 .84 i0 .16 
0.87i0.12 

-0 .60 i0 .06 
-16.40il .30 
-1 .67 i0 .53 
28.92i0.66 

1.31i0.69 
-14.40i0.53 

23.54i0.88 
2.20i0.42 
4.07i0.38 

220 
136.5 
15 

237.0 
16.57iO.55 
4.89i0.19 
0.62i0.11 
6.09i0.51 

-17.86i0.14 
14.22i0.10 

-2 .66 i0 .08 
0.42i0.22 

-1 .87 i0 .16 
0.89i0.12 

-0 .63 i0 .06 
-15.36il .30 
-1 .57 i0 .55 
28.92i0.67 
1.23i0.67 

-14.45i0.53 
23.79i0.85 

1.84i0.42 
3.98i0.38 

Energy-dependent 

Yale 
Ref. 40 

(p,p)YLAM 
(n,p)YLAN3M 

14 
13.60 
5.64 

4.26 
-17.10 

14.09 
-2.69 

0.55 
-2.52 

0.40 

-16.53 
-3.12 
29.23 
4.22 

-14.87 
22.35 

2.04 

Livermore 
Ref. 5 

Midpop 
[ best sol. 

14.4 
17.30 
4.68 
0.96 
6.11 

-17.00 
13.69 

-2.39 
0.12 

-1.42 
0.65 

-0.79 
0.06 

-17.70iO.17
-0.60i0.06
17.09iO.71
-18.23i0.23
-2.65i0.15
-12.80i3.02
-2.18il.17
14.21i0.10
-0.57iO.06
-17.34il.29
13.88i0.15
-0.57iO.06
-16.40il.30
16.57iO.55
-15.36il.30
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TABLE XI. Data used in final (p,p) (Set Ar) and combined (p,p) plus (n,p) (Set Df) phase-shift analyses. 

C M . 
angle 
(deg.) Datum 

Exper. 
error 

C M . 
angle 
(deg.) Datum 

Exper. 
error 

C M. 
angle 
(deg.) Datum 

Exper. 
error 

C M . 
angle 
(deg.) Datum 

Exper. 
error 

(a) (p,p) Data 

<r(0) at 155 MeVa 

10.07 
12.08 
14.08 
16.13 
18.12 
20.13 
26.00 
27.00 
29.00 
31.02 
35.08 
37.05 
41.08 
46.10 
51.12 
62.00 
72.00 
82.03 
90.03 
02.03 
112.00 

3.95 
3.37 
3.30 
3.35 
3.49 
3.66 
3.62 
3.84 
3.75 
3.87 
3.85 
3.74 
3.88 
3.83 
3.82 
3.70 
3.71 
3.67 
3.71 
3.75 
3.76 

0.09 
0.09 
0.13 
0.13 
0.14 
0.14 
0.06 
0.06 
0.06 
0.05 
0.05 
0.09 
0.05 
0.05 
0.05 
0.04 
0.04 
0.04 
0.06 
0.06 
0.06 

P(6) at 147 MeVb 

6.20 
8.34 

10.40 
12.40 
14.50 
16.60 
18.70 
20.70 
22.80 
24.90 
31.10 
25.90 
36.30 
41.40 
46.50 

-0.004 
0.045 
0.103 
0.126 
0.155 
0.180 
0.193 
0.198 
0.183 
0.227 
0.228 
0.203 
0.247 
0.239 
0.233 

0.014 
0.014 
0.014 
0.011 
0.014 
0.010 
0.015 
0.009 
0.015 
0.014 
0.009 
0.011 
0.011 
0.006 
0.006 

P(B) at 147 MeVb 

51.70 
56.80 
61.90 
67.00 
72.00 
77.10 
82.10 
87.20 
92.20 
97.10 
02.10 
07.10 
12.00 

0.229 
0.205 
0.171 
0.154 
0.131 
0.098 
0.052 
0.030 

-0.006 
-0.041 
-0.068 
-0.109 
-0.144 

0.006 
0.006 
0.006 
0.006 
0.006 
0.006 
0.008 
0.008 
0.009 
0.007 
0.008 
0.008 
0.009 

D(6) at 142 MeVc 

12.40 
20.70 
31.10 
41.40 
51.70 
61.90 
72.00 
82.10 

-0.262 
0.008 
0.137 
0.156 
0.178 
0.076 
0.147 
0.286 

0.063 
0.038 
0.033 
0.031 
0.033 
0.031 
0.070 
0.099 

22(0) at 140 MeVd 

31.10 
41.40 
51.70 
61.90 
72.00 
82.10 

-0.252 
-0.227 
-0.271 
-0.146 

0.147 
0.286 

0.030 
0.028 
0.035 
0.037 
0.070 
0.099 

R'(d) at 137.5 MeVe 

43.00 
52.50 
62.00 
72.50 
82.10 

0.562 
0.472 
0.376 
0.238 
0.251 

0.044 
0.048 
0.065 
0.083 
0.121 

A (6) at 139 MeVf 

31.10 
41.40 
51.70 
61.90 
72.00 
82.10 

-0.368 
-0.344 
-0.311 
-0.231 
-0.189 
-0.099 

0.0284 
0.0277 
0.0328 
0.0451 
0.0556 
0.0789 

P(0) at 142 MeV* 

8.30 
9.34 

10.38 
12.46 
14.53 
16.61 
31.06 
20.76 
25.95 
31.06 
37.20 
41.34 
82.06 
90.00 
24.80 
45.45 
49.55 
51.60 
53.65 
57.70 
59.75 
61.80 
65.90 
69.95 
72.00 
74.05 
82.10 

0.031 
0.089 
0.122 
0.130 
0.180 
0.155 
0.238 
0.190 
0.225 
0.241 
0.283 
0.237 
0.066 
0.010 
0.216 
0.242 
0.240 
0.232 
0.213 
0.205 
0.197 
0.180 
0.170 
0.141 
0.117 
0.097 
0.051 

0.024 
0.023 
0.019 
0.033 
0.031 
0.028 
0.028 
0.009 
0.011 
0.010 
0.030 
0.011 
0.011 
0.011 
0.037 
0.005 
0.004 
0.007 
0.004 
0.006 
0.005 
0.005 
0.005 
0.005 
0.005 
0.006 
0.015 

D(6) at 143 MeVh 

31.06 
41.34 
51.62 
61.84 
71.98 
82.06 
92.00 

0.082 
0.162 
0.110 
0.045 
0.019 

-0.037 
-0.027 

0.077 
0.040 
0.050 
0.060 
0.100 
0.133 
0.170 

R(6) at 142 MeV* 

24.00 
32.70 
45.70 
54.40 
67.20 
76.10 
84.40 
90.00 

-0.224 
-0.203 
-0.178 
-0.212 
-0.213 
-0.147 
-0.142 

0.110 

0.051 
0.051 
0.031 
0.042 
0.040 
0.063 
0.136 
0.131 

A (d) at 142 MeVJ 

32.20 
43.20 
54.60 
65.00 
74.80 
84.80 

-0.405 
-0.377 
-0.342 
-0.355 
-0.198 

0.022 

0.032 
0.037 
0.050 
0.075 
0.079 
0.154 

R'(B) at 140 MeVk 

31.40 
41.70 
52.00 
61.80 
82.20 

0.625 
0.548 
0.470 
0.343 
0.190 

0.062 
0.062 
0.069 
0.058 
0.177 

<r(6) at 128 MeV1 

78.1 
88.1 
98.1 

108.2 
118.4 
128.5 
138.8 
149.0 
159.3 
169.7 

2.71 
2.61 
2.83 
3.45 
4.29 
5.20 
6.28 
7.30 

, 9.08 
11.37 

0.110 
0.090 
0.110 
0.120 
0.150 
0.190 
0.230 
0.260 
0.330 
0.410 

P(d) at 126MeVm 

33.0 
41.2 
51.7 
61.7 
71.8 
81.9 

0.436 
0.446 
0.571 
0.588 
0.471 
0.312 

0.066 
0.039 
0.041 
0.044 
0.044 
0.051 

(b ) (fi, 

DT(B) at 128 MeV* 

124.0 
133.0 
142.0 
150.0 
160.0 

-0.117 
-0.252 
-0.035 
-0.013 

0.174 

0.165 
0.150 
0.148 
0.117 
0.146 

a (6) at 130 MeV° 

25.0 
35.0 
45.0 
55.0 
65.0 
75.0 
85.0 
95.0 

105.0 
115.0 
125.0 

6.30 
5.38 
3.72 
3.18 
2.36 
2.85 
2.54 
2.44 
3.01 
3.66 
5.11 

0.75 
0.59 
0.44 
0.38 
0.31 
0.33 
0.31 
0.30 
0.34 
0.39 
0.48 

p) Data 

erW 
135.0 
145.0 
155.0 

A(e) 
42.1 
52.5 
62.9 
73.4 
83.6 

'W) 
6.3 

10.6 
20.7 
31.0 
41.3 
51.6 
61.8 

at 130 MeV0 

5.03 0.51 
5.90 0.62 
8.41 0.87 

at 135 MeVP 

-0.020 0.089 
0.070 0.074 
0.210 0.088 
0.125 0.105 
0.532 0.220 

at 137 MeV* 

9.06 1.00 
8.16 0.60 
7.02 0.40 
5.96 0.35 
4.46 0.40 
2.91 0.40 
2.75 0.40 

R(6) at 137 MeVP 

42.1 
52.5 
62.9 
73.4 
83.6 

P(e) 
20.7 
31.0 
41.3 
68.0 
78.0 
88.0 
98.0 

108.0 
118.6 
128.6 
138.7 
149.0 
159.3 
61.4 

0.169 
0.080 

-0.023 
-0.151 
-0.146 

0.100 
0.093 
0.073 
0.095 
0.210 

at 140 MeVr 

0.283 
0.363 
0.491 
0.451 
0.303 
0.232 
0.083 
0.032 

-0.038 
-0.044 
-0.059 
-0.074 
-0.037 

0.593 

0.027 
0.018 
0.022 
0.025 
0.027 
0.017 
0.019 
0.013 
0.012 
0.009 
0.009 
0.012 
0.012 
0.035 

a Normal iza t ion error ( N E ) , 4 % . Renormal- e N E , 2 . 2 % . R e : A ' , 0.986; D', 0.961.12 
ization ( R e ) : A ' , 1.015; D', 1.014.14 *Re: A', 1; D', l.*« 

b N E , 3 % . R e : A', 0.988; D\ 0 .980." i R e : A ' , l ; D', 1 . " 
« R e : A M ; D ' , 1 . " i R e : A ' , 1; £>', l.«» 
d R e : A', 1; D', 1 . " k R e : A', 1; £>', I.22 
« N E , 5 % . R e : A ' , 0984; £>', 0.986.21 1 N E , 2 . 2 % . R e : D', 1.002.25 
* N E , 4 % . R e : A ' , 1.007; £>', 1.009.19 » N E , 4 % . R e : D', 0.972.25 

* R e : A M ; D', l.32 

o N E , 3 . 2 % . R e : D', 1.045.26 
p R e : £>', 1.33.34 
Q N E , 5 % . R e : Z>', 1.025.27 
* N E , 4 . 4 % . R e : D', O.994.30 
s R e : D', 1.31,34 
t N E : 2 . 2 % . R e : D\ 0.975.28 
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TABLE XI (continued) 

C. M. 
angle 
(deg.) Datum 

Exper. 
error 

C. M. 
angle 
(deg.) 

(b) (n,p) Data 

Datum 
Exper. 
error 

P(0) at 143 MeV8 

41.0 
51.0 
62.0 
72.0 
82.5 
92.5 

108.0 
118.0 

0.526 
0.526 
0.478 
0.392 
0.226 
0.111 
0.015 

-0.020 

0.056 
0.045 
0.045 
0.045 
0.045 
0.045 
0.045 
0.045 

<r(0) at 153 MeV* 
50.0 
56.0 
65.5 
68.0 
76.5 

2.96 
2.14 
2.59 
2.34 
1.98 

0.43 
0.40 
0.40 
0.18 
0.22 

a (6) at 153 MeV* 

83.0 
89.5 
98.0 
99.5 

112.0 
124.5 
138.0 
149.0 
159.0 
165.0 
171.0 
174.0 
176.0 
178.0 

1.98 
2.29 
2.71 
2.51 
3.87 
4.04 
6.19 
6.88 
7.98 
8.59 

10.04 
9.68 

10.65 
10.69 

0.19 
0.18 
0.31 
0.19 
0.18 
0.28 
0.26 
0.43 
0.13 
0.29 
0.20 
0.47 
0.46 
0.54 

The Penn State solution shown in Table X is an example 
of the latter. The agreement between this solution and 
the Set A' result is within the uncertainties for the 
phase shifts. The reasons that the Signell group dis
carded the Harwell P(6) data12 were that they gave a 
large contribution to %2 (2 per data point on the average) 
and that they differed somewhat in shape at large 
angles from Harvard measurements11 and potential 
model calculations.39 However our analysis including 
both the Harwell P(d) data12 (with the points at 5.2, 
6.2, and 78.05° removed) and the Harvard P(6) data11 

gave an average x2 contribution of about 1 per data 
point for the Harvard and for the Harwell data (see 
Sec. I I ) . This indicates. that the Harwell and Harvard 
P(6) measurements are reasonably compatible and the 
Harwell data (except for the three excluded points) are 
internally self-consistent. Thus, it is not obvious to us 
that the Harvard polarization data are to be preferred 
over the Harwell polarization data. Recent polarization 
measurements at Orsay42 will be helpful in clarifying 
this point. In any case the difference between using the 
Harwell (p,p) P(6) data and not using them is not very 
great. 

As a comparison check between our results and those 
of the Penn State group, we used our computer program 
with the Penn State data selection.39 The Penn State 
solution listed in Table X gave a x2 value on our com
puter program that was within about 1% of the value 
obtained by Signell. Considering the extreme sensitivity 
of x2 to any variations in the parameters, this constitutes 
an excellent check on the two computer programs. We 
then ran our solution with the Signell data and the 
Penn State solution with the Livermore data. The 
results showed clearly that the small differences in 

42 R. A. Bryan, private communication about measurements 
made by A. Michalowicz. 

phase-shift values that exist between the Livermore 
and Penn State solutions in Table X are due to the 
slightly different data selections used, and are not due 
to errors in programming or to differences in the search 
procedures. 

The Yale3,4 and Livermore5 energy-dependent solu
tions have values at 142 MeV (143 MeV for YLAN3M) 
that are very similar to the present results, as can be 
seen from the last two columns of Table X. The energy-
dependent analyses covered the elastic nucleon-nucleon 
region (roughly 0-400 MeV). The virtue of the energy-
independent analysis is that we obtain precise values 
for the highest / phenomenological phase shifts, where 
there is hope of isolating specific 2w or 3T effects in the 
scattering. 

As stated at the beginning of this paper, some of the 
experimental data used in this analysis were assigned 
over-all normalization errors. In the Set A' solution 
given in Table X, the data renormalization was 2% or 
less for all data except the Harwell polarization data,12 

which were renormalized downward by 3 % . In the 
Set D' analysis, the (p,p) data renormalizations were 
almost the same as for Set A'. The (n,p) renormali
zations were also small. In Table X I we list the data 
as they were used for the Set A' and Set Df solutions 
shown in Table X. 

In most of the phase-shift searches for the present 
paper, we used the grid-search method, in which the 
phase shifts are systematically varied one at a time. 
This is an excellent search procedure when starting 
far away from a solution in phase-shift space. However, 
the grid method has the disadvantage that the final 
phase shifts are not unique but depend slightly on the 
starting point, with the spread in values corresponding 
rather directly to the freedom permitted by the error-
matrix uncertainties. To obtain precise final values, a 
better procedure is to use a search method in which all 
the phase shifts are simultaneously varied in moving 
toward the minimum value for x2- This method, which 
is the one used by Signell,39 was used to obtain the final 
phase-shift values shown in Tables I X and X. I t has 
an additional advantage that the error-matrix calcu
lation is automatically given at the end of the search. 

One phase shift about which there is some question 
is SF2. As can be seen in Table X, this phase shift is not 
accurately determined. Using the grid search method, 
we found that ZF2 was quite sensitive to the choice of 
normalization for the (p,p) P(6) data. In particular, 
when we removed all constraints on the (p,p) P(6) data, 
the ZF2 error, as determined by PEM (Sec. VII), 
became about 0.5°. Signell,39 using a different search 
procedure, did not find this sensitivity of ZF2 to the 
polarization data. There is also a small difference in 
P(d) polarization normalization arrived at in the 
various phase-shift analyses. In the Perring analysis,9 

the Harwell (p,p) polarization data12 had to be renor
malized downward by 5-7% in order to obtain good 
solutions. Signell,39 using the Harvard P(0) data,11 
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arrived at a normalization that was also about 5% 
downward. Our values for these two renormalizations 
(Table XI) were about 3% 12 and 1%.U The 3F2 phase 
shift is of special importance because it has a bearing 
on recent theoretical nucleon-nucleon calculations.43,44 

Orsay measurements of the (p,p) polarization42 should 
help to pin down the value for dF2. 

X. CHARGE INDEPENDENCE 

In this analysis, we have examined some of the general 
features of the charge independence hypothesis. We 
assumed that the pion-nucleon coupling constant is 
essentially the same for charged and uncharged pions 
and that the T=l phase shifts are the same for both 
(p,p) and (n,p) scattering data. Under these assump
tions we found that both (p,p) data analyzed separately, 
and (p,p) plus (n,p) data analyzed together, give about 
the same value for the coupling constant (Table VII). 
Also, T= 1 phase shifts as determined by just (p,p), and 
then by (p,p) plus (n,p) data, agree to well within the 
uncertainties in the phase shifts (Tables IX and X). 

An attempt to analyze just the (n,p) data (Sec. V) 
showed that, while the data permit a solution that is 
fully compatible with the (p,p) T=l phase shifts, they 
also permit other equally good solutions that are not. 
This result is not surprising in view of the incomplete
ness of the (n,p) scattering measurements. 

A determination of the pion mass (Sec. VIII) again 
showed that the (p,p) and the combined (p,p) plus 
(n,p) data give about the same result, although the 

43 P. Signell, Pennsylvania State University (unpublished 
paper). J. W. Durso and P. Signell, Pennsylvania State University 
(unpublished). 

44 D. Amati, E. Leader, and B. Vitale, Phys. Rev. 130, 750 
(1963). 

effect of varying the pion mass a few MeV is so slight 
that this is only a qualitative conclusion. 

In working with the (p,p) system we used a pion 
mass in the OPEC calculation of 135.04 MeV, corre
sponding to the 7T°. For the (n,p) system, the proper 
pion mass to use is 138.06 MeV, an average of the three 
pion masses. For the combined (p,p) plus (n}p) analysis, 
we used an average pion mass of 136.5 MeV. This 
means in a practical sense that (roughly speaking) for 
an analysis at 142 MeV, the (p,p) OPEC phase shifts 
being used are at an energy of 139 MeV, and the (n,p) 
OPEC phase shifts are at an energy of 145 MeV. Since 
it has been shown here that the energy-dependent 
factors are not very important (Table IV), this shift 
of OPEC energy is a small effect. A number of other 
small effects, such as magnetic moment interactions, 
have been neglected. In view of the incompleteness of 
the (n}p) data, we do not feel it is justified at this time 
for us to consider small deviations from charge inde
pendence, since our analysis has no way of detecting 
these small effects. The analysis certainly indicates 
that the nucleon-nucleon data near 140 MeV are con
sistent with the gross features of the charge inde
pendence hypothesis. Breit and collaborators45'46 have 
previously studied the nucleon-nucleon problem from 
the standpoint of charge independence and reached the 
same conclusions. Our work is a confirmation of their 
results. 
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